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THE COMPETITION-AMONG-RELATIONS-IN-NOMINALS
THEORY OF CONCEPTUAL COMBINATION: IMPLICATIONS

FOR STIMULUS CLASS FORMATION AND CLASS EXPANSION
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One way in which new concepts are added to the conceptual system is through conceptual combi-
nation. The competition-among-relations-in-nominals (CARIN) theory (Gagné & Shoben, 1997) pro-
poses that conceptual combination involves specifying a thematic relation (e.g., noun MADE OF
modifier) to link the constituent concepts (e.g., chocolate and bee). This theory claims that relations
have different strengths for various concepts that correspond to how often a modifier and relation
have been paired in previous encounters with combined concepts and that this relational knowledge
strongly affects the ease with which combined concepts can be formed. A mathematical model that
incorporates key claims of the theory is presented, and empirical findings that are relevant to eval-
uating the CARIN theory are reviewed. The parallels between the CARIN theory and approaches to
stimulus class formation are also discussed.
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Because the world is constantly changing,
the conceptual system must also change.
There are at least two ways in which the con-
ceptual system can change. First, direct ex-
perience with new categories can lead to the
acquisition of new concepts through category
learning. Second, new concepts can be ac-
quired by combining existing concepts
through conceptual combination. Conceptual
combination is a process whereby two or
more concepts are combined to create a new
concept. For example, tin and bottle can be
combined to form tin bottle. Likewise, headache
and exam can be used to create exam headache
and chocolate and carrot can be used to form
chocolate carrot. Notice that combined con-
cepts can be expressed as two-word phrases.
In English, the first word is called the modi-
fier and the second word is called the head
noun. During conceptual combination, the
head noun (e.g., bottle) is modified in some
way by the modifier (e.g., tin). The modifier
often specifies the way in which the head
noun differs from other members of its cat-
egory (Clark, 1987; Gelman & Markman,
1985). For example, a tin bottle differs from
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most bottles in that it is made of tin rather
than plastic or glass.

Although seemingly straightforward, the
processes underlying the creation of com-
bined concepts are neither trivial nor trans-
parent. First, the meaning of the individual
concepts is often altered by the combination
(e.g., the meaning of corporate is noticeably
different in corporate lawyer , a lawyer who is
specializes in corporate law, and corporate sta-
tionery, stationery used by a corporation). Sec-
ond, combined concepts often have proper-
ties that are not part of either original
concept (e.g., a stone squirrel is ornamental,
even though neither stones nor squirrels are
generally ornamental). Consequently, prop-
erties of newly constructed concepts are not
necessarily inherited from the two original
concepts, as researchers once thought. In cas-
es in which a feature is part of one of the
original concepts (e.g., both chocolate and
chocolate carrots melt), there needs to be an
explanation for why this feature is inherited
in these cases but not in other cases (e.g.,
chocolate factory). Thus, although one might
think that this modification would be a sim-
ple process of adding properties of the mod-
ifier to those of the head noun, this has not
turned out to be the case (Medin & Shoben,
1988; Murphy, 1988, 1990). Instead, the in-
terpretation of combined concepts involves
an interaction between the two constituents
rather than an additive process. If the process
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were additive, then all properties of the new
combination would be inherited from the
constituent concepts.

Although there has been much focus on cat-
egory learning (Komatsu, 1992), relatively little
is known about how concepts combine. None-
theless, there is much to be learned by studying
conceptual combination. The area of concep-
tual combination is especially well suited for ad-
dressing the issues of how concepts are gener-
ated and how the conceptual system changes
over time. Indeed, determining how concepts
combine to form new concepts helps research-
ers understand how the conceptual system
adapts and expands. In addition, conceptual
combination historically has been an important
test case for psychological theories of concepts
because the process reveals information about
conceptual structure. For example, a concep-
tual combination task, in which subjects pro-
duce an interpretation for a novel modifier–
noun combination (e.g., earthquake school), has
been used to identify differences between the
structure of superordinate and basic level con-
cepts (A. B. Markman & Wisniewski, 1997).

The previous paragraph summarizes the con-
tribution that research on conceptual combi-
nation has made in the human cognitive psy-
chology literature. Can this area of research
contribute to other domains, such as stimulus
class formation? Much of the work on stimulus
class formation has focused on the relations be-
tween specific stimuli. For example, researchers
have examined the conditions in which Stim-
ulus A is equivalent to Stimulus B (see, e.g.,
Sidman, 2000). Conceptual combination ap-
pears to involve a similar mechanism in that
conceptual combination involves forming a re-
lation between two separate constituents (e.g.,
forming chocolate rabbit involves conjoining choc-
olate and rabbit). In this sense, modifiers are
functionally equivalent in that they all modify
a head noun (e.g., mountain and chocolate can
both modify the head noun rabbit). On the oth-
er hand, it is important to note that modifiers
are nonequivalent in that the specific relation
between the modifier and head noun can dif-
fer (e.g., mountain rabbit is a rabbit that LIVES
in the mountains, whereas chocolate rabbit is a
rabbit that is MADE OF chocolate). The nature
of these relation classes has important impli-
cations for the formation of novel combina-
tions (Gagné, 2000; Gagné & Shoben, 1997).

In addition to providing information about

the nature of relation classes, conceptual com-
bination research provides insight into class ex-
pansion. Most existing research on human
stimulus class formation examines the acquisi-
tion of isolated repertoires. For example, stim-
uli become interchangeable in the formation
of artificial equivalence classes; there is mutual
selection in matching-to-sample procedures,
and functional properties (such as discrimina-
tive control) propagate through the class. This
research approach, however, has provided little
evidence about what happens when stimuli are
conjoined to fulfill separate functions that
might compete or blend. Thus, relatively little
is known about how members of equivalence
classes can be combined to form new classes
that are not equivalent to the members of the
constituent classes. For example, chocolate and
bird can be joined to form chocolate bird, and
this new item is a member of class that is not
equivalent to either constituent class (e.g., choc-
olate and bird). The problem of class expansion
has not received much attention in the litera-
ture on stimulus class formation. Because con-
ceptual combination involves blending reper-
tories that were acquired separately, research
on conceptual combination can help research-
ers examine class expansion.

Another way in which this research can con-
tribute to work on stimulus class formation is
by providing procedures for examining com-
plex word and relation structures that are ac-
quired over many years. Dymond and Rehfeldt
(2001) have argued that researchers interested
in derived stimulus relations should use a vari-
ety of procedures and techniques. Conceptual
combination is heavily dependent on the rela-
tion between the modifier and head noun.
Consequently, using the methods that have
been derived for studying conceptual combi-
nation is especially appropriate for understand-
ing both the types of relations that can exist
among stimuli and the formation of new stim-
ulus classes.

Researchers interested in stimulus class for-
mation in humans have predominantly used
a simple-to-complex strategy in which concep-
tual behavior is constructed from the
‘‘ground up.’’ For the most part, this ap-
proach has involved the construction of arti-
ficial stimuli. An advantage of this work is that
the researcher is able to control and manip-
ulate all aspects of the stimulus structure. A
drawback of this approach is that it is often
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extremely difficult to use artificial language-
manipulation studies to mimic the extensive
learning histories that people have with nat-
ural verbal stimuli. Thus, it is sometimes dif-
ficult to use this ground-up approach to study
more complex phenomena in the natural en-
vironment. Therefore, it is useful to supple-
ment this approach with a complex-to-simple
approach such as the one that is used to ad-
dress phenomena such as conceptual combi-
nation. In this paper, I present an approach
that may encourage researchers to extend ex-
isting stimulus class formation procedures by
taking into account learning histories with
natural stimuli.

Although I will not be providing a behav-
ior-analytic interpretation of conceptual com-
bination based on stimulus class research, the
ideas that I will present have implications for
such research. In particular, I will present a
relation-based approach to conceptual com-
bination that can be used to better under-
stand class expansion. This approach forms
the basis of the competition-among-relations-
in-nominals (CARIN) theory of conceptual
combination (Gagné, 2000; Gagné & Shoben,
1997). In this research, I address the problem
of how humans respond to previously un-
known modifier–noun phrases. Even with no
previous history with specific modifier–noun
pairings (e.g., chocolate bird), humans are able
to interpret such phrases. The approach used
in this research allows me to study complex
relation ‘‘classes’’ by examining not only the
relation between two stimuli but also the na-
ture of relation classes. In this paper, I dem-
onstrate that thematic relational information
is a key contextual variable in the formation
of novel combinations. In addition, I show
that the relative frequency of the relation in
combination with the modifier (rather than
with the head noun) affects the time required
to respond to a novel combination.

A RELATION-BASED APPROACH
TO CONCEPTUAL COMBINATION

Because the CARIN theory is a reaction
against previous approaches to conceptual
combination, I will begin by briefly outlining
these earlier approaches. The earliest theo-
ries of conceptual combination used a com-
positional approach that asserts that com-
bined concepts are formed by conjoining sets

of attributes from the constituent concepts
(Hampton, 1988, 1997; E. E. Smith & Osh-
erson, 1984). For example, these theories
claim that merging information from brown
and apple forms brown apple. Several predic-
tions of these theories, however, have not
been supported by the data. For example,
compositional theories predict that the order
of concepts in a phrase does not affect con-
ceptual combination because order does not
alter the attributes of the constituent con-
cepts. Contrary to this prediction, conjunc-
tive concepts show a noncommutativity effect
such that the concept Xs that are also Ys (e.g.,
birds that are also pets) is not identical to Ys
that are also Xs (e.g., pets that are also birds)
(Hampton, 1988; Storms, De Boeck, Van
Mechelen, & Ruts, 1996; Storms, Ruts, & Van-
denbroucke, 1998). Instead, a greater em-
phasis is placed on the concept in the relative
clause; for example, more weight is placed on
pets than on birds for the phrase birds that are
also pets.

More recently, schema-based theories have
emerged as an alternative to compositional
theories. Proponents of these theories (Mur-
phy, 1988, 1990; Wisniewski, 1996) propose
that the head noun is a schema, and that dur-
ing conceptual combination, a specific di-
mension within the head noun’s schema is
selected and its value is changed to match the
value present in the modifier. For example,
the value in the FUEL dimension is changed
to wood for the combination wood stove. These
theories incorporate the use of world knowl-
edge to explain how the various slots within
the schema become altered during concep-
tual combination and to explain why concep-
tual combination is not purely compositional.
World knowledge is a complex network of
causal and explanatory links (see Murphy &
Medin, 1985). To illustrate, world knowledge
would include the information that birds
have wings so that they can fly.

A serious drawback to schema-based theo-
ries is that they rely heavily on knowledge
structures but do not clearly specify the ex-
perience that created such structures. As
Murphy (1988) points out, the schema mod-
ification model ‘‘refers to people’s world
knowledge in a rather unconstrained man-
ner’’ (p. 554). The question arises as to
whether it is possible to specify more precise-
ly which aspects of world knowledge affect
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conceptual combination. Thus, in my re-
search I have attempted to identify which as-
pects of a person’s previous experience influ-
ence the ability to create new concepts.

To address this shortcoming of schema-
based theories, I propose that one aspect of
world knowledge that is especially critical to
conceptual combination is relational infor-
mation about how objects, people, and so on
interact. The main assumption of the CARIN
theory (Gagné, 2000; Gagné & Shoben,
1997) is that conceptual knowledge is com-
posed of individual concepts plus relations
that serve to link the concepts. This reper-
toire of relations among previously encoun-
tered stimuli is used to select a relation that
links two constituent concepts during the for-
mation of a new combined concept. I should
point out that this ‘‘selection’’ is not a con-
scious choice. That is, the participant is not
actively deliberating which relation should be
used. Instead, the term selection refers to using
a particular thematic relation to form a link
between the modifier and head noun. This
interconnected structure, which consists of a
modifier, thematic relation, and head noun,
forms a new combination. For example, choc-
olate bee is formed by using the thematic re-
lation noun MADE OF modifier to link choc-
olate and bee. However, honey bee is formed by
using the relation noun MAKES modifier. As
will become evident momentarily, this ap-
proach is experienced based in that the mod-
ifier concept’s past involvement in combined
concepts influences the ease of creating a
new combined concept using that modifier.

I propose that past experience with various
combined concepts gives rise to a network of
relations that indicates the typicality of each
relation for a given modifier. To illustrate, the
concept mountain, when used as a modifier,
typically denotes a locative relation, but can,
in some case, denotes an ABOUT relation (as
in, mountain magazine). Knowledge about the
modifier’s past usage with various relations is
called the modifier’s relational distribution,
and this distribution is used to determine
which relation is used during the conceptual
combination process. There are two aspects
of language use that affect this relational dis-
tribution. First, people encounter phrases
that consist of a particular modifier with a
particular relation. For example, mountain
cabin, mountain goat, and mountain stream are

three examples of combinations using the
modifier mountain and the locative relation
that an individual is likely to encounter dur-
ing his or her lifetime. A second aspect of
language experience that affects relational
knowledge is language production. That is,
there are occasions that prompt the use of a
participant modifier with a specific relation.
For example, a person might need to distin-
guish between goats that live on farms and
goats that live in the mountains. This situa-
tion might prompt the person to pair farm
with the locative relation to form farm goat.
This pairing would increase the association
between farm and the locative relation. To
summarize, one of the CARIN theory’s main
claims is that the modifier’s past usage in a
community of language users (e.g., North
American speakers of English) with various
relations strongly affects the likelihood that a
given relation will be used for a particular
modifier.

According to the CARIN theory, relations
compete with one another such that relations
that are more frequently used with the mod-
ifier are more likely to be used to link the
constituent concepts than are less frequently
used relations. The difficulty of creating a
combined concept is a function of the rela-
tive strength of the required relation. Gagné
and Shoben (1997) proposed that the fre-
quency of a relation for a particular concept
is a reasonable index of strength. Thus, the
CARIN theory posits that, other things being
equal, it is easier to combine two concepts
when the required relation is highly frequent
for the modifier than when it is not frequent.
For example, the locative relation (noun LO-
CATED modifier) is a highly frequent rela-
tion for the concept mountain. Therefore, it
should be easier to interpret mountain bird (a
bird in the mountains) than to interpret
mountain magazine (a magazine about moun-
tains). In a subsequent section of this paper,
I present empirical studies that test this pre-
diction and will provide details about how fre-
quency was determined.

Absolute frequency, however, is not the
only factor that affects the ease with which
concepts can be combined. The strength of
the other relations in the modifier’s relation-
al distribution also plays a role. To illustrate,
the frequency of the most used relation for
headache and juvenile is almost identical (33%
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and 34%, respectively). The most frequently
used relation for juvenile is noun FOR modi-
fier. For headache two relations (modifier
CAUSED BY noun and noun ABOUT modi-
fier) are tied as the most frequent relation.
This implies that the ease of selecting the
most frequently used relation for combina-
tions using these two modifiers would be
equivalent. The frequencies of the second
and third most frequent relations, however,
are 33% and 21% (noun FOR modifier) for
headache and 20% (noun HAS modifier) and
15% (noun ABOUT modifier) for juvenile. If
relations compete for selection, then it
should be more difficult to use the most fre-
quent relation for headache than for juvenile
because the frequencies of the competing re-
lations are higher for headache than for juve-
nile.

The claim that conceptual combination is
more greatly influenced by the modifier than
by the head noun is contrary to claims made
by schema-based theories of conceptual com-
bination. This claim, however, is derived from
the fact that the role played by the modifier
and head noun constituents differs. The
modifier implies a contrast between members
of the head noun category and indicates that
the head noun must be altered (Gelman &
Markman, 1985; E. M. Markman, 1989). For
example, the modifier chocolate in the com-
bination chocolate bee indicates that the pri-
mary difference between this particular bee
and most bees is that it is made of chocolate.
Put another way, the modifier indicates the
relevant contrast set (i.e., the set of exemplars
from a given category, e.g., bees, that are not
part of the subset in question, e.g., chocolate
bees), whereas the head noun provides the cat-
egory name (E. M. Markman). For these rea-
sons, it seems reasonable to assume that a
modifier’s past usage with various relations
would more strongly influence conceptual
combination than would a head noun’s past
usage.

To summarize, the CARIN theory posits that
the ease with which a novel combined concept
can be interpreted is heavily determined by
two factors. First, it is affected by the overall
frequency of the to-be-selected relation. Sec-
ond, it is affected by the strength of alternative
relations. These two factors have been formal-
ized in a mathematical model that was first de-
scribed by Gagné and Shoben (1997). In this

model, relation frequency and dominance are
instantiated using an equation based on
Luce’s (1959) choice rule, in which the
strength of the first choice is weighted against
the strength of the competing choices. In the
CARIN model, the strength index is the pro-
portion of the frequency of the to-be-selected
relation (pselected) to the sum of the frequency
of this relation plus the three most likely al-
ternatives (p1, p2, and p3). In constructing the
index, we followed other applications of
Luce’s choice rule (e.g., Rumelhart & Abra-
hamson, 1973) and used exponential decay
functions (e -ap), where p represents the pro-
portion of combinations in the corpus that
used a particular relation and a is a free pa-
rameter. Note that this function has the form
ex, where e is the natural logarithmic base. This
exponential function was applied to the to-be-
selected relation and to the three most fre-
quent relations in the modifier’s relational dis-
tribution. For example, if the frequency
(expressed as a proportion) of a relation was
.60, then the function e -a.60 was evaluated.

The strength index for a particular relation
is the value obtained from Equation 1.

a2 pselectede
strength 5 a a a a2 p 2 p 2 p 2 pselected 1 2 3e 1 e 1 e 1 e

(1)

The exponential function is applied to each
proportion to instantiate the claim that the
number of competing relations, not just the
summed frequency of nonselected relations,
influences the strength of the selected rela-
tion. For example, due to the use of the ex-
ponential function for each term in the right
side of the formula, the strength index for a
situation in which the selected relation is .60
and the remaining relation is .40 is a different
value relative to the situation in which the se-
lected relation is .60 is competing against
three relations with values of .20, .10, and .10.
For ease of exposition, I have not applied the
exponential function to each proportion in
this example.

To minimize the number of free parame-
ters, Gagné and Shoben (1997) assumed that
a was the same for all relations in the model.
As the value of a increases, the curve corre-
sponding to the each term in the formula
(i.e., e , e , etc.) becomes steeper.2ap 2apselected 1

This means that the difference in the corre-
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sponding Y values is larger between two large
proportions (e.g., .90 and .80) than between
two small proportions (e.g., .20 and .10).
When the model was used to fit the data re-
ported in Gagné and Shoben, the optimum
value of a was approximately 36. A more de-
tailed description about how the model was
applied to the data sets is provided below in
the discussion of relevant empirical findings.

COMPARING THE CARIN
THEORY TO MODELS OF
ASSOCIATIVE LEARNING

AND MEMORY

Although the CARIN theory was not for-
mulated with associative learning principles
in mind, some general aspects of the theory
can be interpreted in light of such principles;
there are several parallels between the CAR-
IN theory and models of associative learning
and memory. The first commonality is that
the CARIN theory is built on the assumption
that focusing on knowledge structures alone
is inadequate because they do not provide the
information necessary for constructing novel
modifier–noun concepts. Instead, focus must
also be placed on the experience that creates
these structures.

Thus, the second commonality is that the
CARIN theory is experienced based in that it
makes extensive use of the relations that exist
among previously encountered concepts. In
particular, information about how often a
modifier has been encountered with various
relations is the primary source of information
in the CARIN model. The frequency of these
previous modifier–relation pairings play a
central role in determining the ease of inter-
preting novel combinations.

This aspect of the model corresponds to a
prominent theme in the associative learning
literature—adaptation to environmental de-
mands. In operant learning, response
strength, the momentary probability of a re-
sponse occurring in a given stimulus context,
is a function of the consequences produced
by the response in that context (Skinner,
1938). In this sense, the strengthening of be-
havior is a nonarbitrary outcome that can be
traced to the structure of the environment
(see Baer, 1981). Similar environmental de-
pendencies have been described for memory
and other cognitive processes. For example,

studies of directed forgetting in nonhumans
can be interpreted as showing stimulus con-
trol of rehearsal (Roper & Zentall, 1993). In
the typical procedure, training incorporates
differential environmental demands in that
in one stimulus context (Context 1) remem-
bering facilitates a response that leads to re-
inforcement and in another stimulus context
(Context 2) remembering has no differential
consequences. An example of Context 1
would be a traditional delayed matching-to-
sample procedure in which a sample stimu-
lus, A, is presented followed by a retention
interval. Then, choices of A and B are pre-
sented for which the selection of A is rein-
forced. The procedure for Context 2 is simi-
lar except that no comparison stimuli are
presented after the retention interval. Notice
that, in the first context, remembering Stim-
ulus A is beneficial, but, in the second con-
text, remembering Stimulus A serves no pur-
pose. After a subject has been trained in
either Context 1 or 2, a test phase occurs dur-
ing which surprise presentations of compari-
son stimuli are inserted into Context 2. Per-
formance on these trials is poor, suggesting
that active processes of remembering, forget-
ting, or both have come under control of the
contextual stimuli. The same perspective can
be applied to human directed-forgetting pro-
cedures, which are structurally similar to pro-
cedures with nonhumans but do not arrange
explicit reinforcement contingencies for ac-
curate remembering (see Roper & Zentall).

The importance of environmental de-
mands in human memory has also been dem-
onstrated. A variety of studies indicates that
memory for words draws upon not only in-
formation about the word itself but also in-
formation about the context in which the
word was encountered (e.g., J. R. Anderson
& Bower, 1974; Tulving & Thomson, 1973).
The paradigmatic example is the well-known
encoding specificity effect, in which studying
and testing in a single context yields superior
remembering compared to studying and test-
ing in different contexts (Godden & Baddely,
1975; S. M. Smith, 1979; Tulving & Thomson,
1973; Wiseman & Tulving, 1975). This effect
is consistent with the view that remembering
is relatively strong in contexts in which it has
served a purpose.

Environmental demands also play a prom-
inent role in the concept of need odds pro-
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posed by J. R. Anderson (1990; J. R. Anderson
& Schooler, 1991) to account for certain fea-
tures of human memory. In defining need
odds, J. R. Anderson (1990) proposed that
context brings to bear implicit statistical in-
formation about the frequency with which
events have been encountered recently:
‘‘Memory uses the pattern of past occurrenc-
es to infer which items are most likely to be
useful now’’ ( J. R. Anderson, 2000, p. 239).
R. B. Anderson, Tweney, Rivardo, and Dun-
can (1997) provided experimental support
for this notion. In their studies, subjects stud-
ied lists of digits and retained them for 1, 2,
4, 8, or 16 s. After the retention interval the
subjects were asked to recall the items or no
test was given. The shape of forgetting func-
tions was predicted by the frequency of test-
ing. This finding indicates that memory per-
formance was influenced by the likelihood
that memory served a purpose.

Another way to conceptualize need odds is
as follows. The functionality of remembering
a given bit of information varies across con-
texts. In some contexts, remembering is ad-
vantageous. For example, remembering
might yield the natural rewards of under-
standing of text or conversation. In other
contexts, however, remembering might con-
fer fewer advantages and, in some cases, even
interfere with the current task. Consequently,
remembering is less likely to occur in these
contexts. J. R. Anderson (2000) and others
have noted similarities between differential
strengthening and the ‘‘selection by conse-
quences’’ of the operant three-term contin-
gency (e.g., Skinner, 1981) and of stimulus–
stimulus relations in classical conditioning
(e.g., Donahoe & Palmer, 1994). In this
sense, the outcomes of studies that demon-
strate an effect of need odds (such as the
ones by R. B. Anderson et al., 1997) are rem-
iniscent of operant conceptions in which the
strength of behavior is a positive function of
recent reinforcement frequency (e.g., Nevin
& Grace, 2000).

A third commonality between CARIN and
models of associative learning and memory is
the notion of competitive strengthening. Com-
petitive strengthening is an important theo-
retical construct in the CARIN theory. As is
evident in the mathematic instantiation of
the CARIN theory, the absolute frequency is
only one aspect of the strength index. A more

important aspect is relative frequency. As the
frequency of one relation increases, the fre-
quencies of competing relations necessarily
decrease.

Whereas the preceding discussion about
environmental demands could be character-
ized as asserting that the right kind of envi-
ronmental experience strengthens tenden-
cies in behavior and cognition, the notion of
competitive strengthening suggests that
strengthening of one tendency comes at the
expense of other, mutually exclusive, tenden-
cies. That is, strengthening is relative rather
than absolute. For example, when applied to
compound conditioned stimuli, the Rescor-
la–Wagner model of classical conditioning
(Rescorla & Wagner, 1972) asserts that, for
each pairing of the compound with an un-
conditioned stimulus, the amount of condi-
tioning that occurs to the two elements of the
compound is proportional to their relative sa-
lience (in overshadowing) or relative amount
of prior pairing with the unconditioned stim-
ulus (in blocking).

Investigators of operant learning are famil-
iar with competitive strengthening as ex-
pressed in Herrnstein’s matching law, in
which the strengthening of one response via
reinforcement is constrained by the strength-
ening of alternative responses (Herrnstein,
1970, 1990). In the proportional version of
the model,

B R1 15 , (2)
B 1 B R 1 R1 2 1 2

the B terms reflect the strength (usually ex-
pressed as rate) of two responses, 1 and 2,
and the R terms reflect the historical fre-
quency of reinforcement of these responses.

Likewise, Davison and Nevin’s (1999) elabo-
rated matching model also takes into account
the role of situational cues in competitive
strengthening. Together with operant research
employing a signal-detection framework (e.g.,
Nevin & Grace, 2000; White & Wixted, 1999),
this model implies that each of two simulta-
neously accessible stimulus contexts set the oc-
casion for a given behavior to a degree pro-
portional to the frequency with which that
behavior has been reinforced in those contexts.
Typical concurrent reinforcement schedule
procedures confound cue strength with re-
sponse strength (frequency of behavior–rein-
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forcement pairings, as per the matching law),
but the two are, in principle, separable. For
present purposes, reinforcement frequency in
the two stimulus contexts might be thought of
as defining the relative need odds for the be-
havior in these two situations.

Competitive strengthening also is a feature
of many accounts of human cognition. Some
models of paired associate learning directly
address the problem of competing associa-
tions. For example, in cases in which a single
word cue is associated with two or more pos-
sible responses, the responses are assumed to
compete for a limited amount of activation,
or strength, that can be generated by the cue
( J. R. Anderson, 1983, 1990; Raaijmakers &
Shiffrin, 1981). Depending on the type of ex-
perimental procedure, the strength of a given
response to the cue is evident in the proba-
bility of making the response (e.g., in free
recall) or in the latency to emit the response
(e.g., in recognition memory). The origin of
this strength is not always clearly specified,
but presumably reflects relative need odds in-
herent in different cue–response pairs ( J. R.
Anderson, 2000). Perhaps not surprisingly,
formal models adopting this perspective bear
structural similarity to the competitive-
strengthening models of conditioning (e.g.,
J. R. Anderson, 2000; Gluck & Bower, 1988).

In the preceding paragraphs I have out-
lined some general commonalities between
the CARIN theory and models of associative
learning and memory. In the remainder of
this section I compare the CARIN theory to
two specific models. The claims made by the
CARIN theory are conceptually similar to
claims made by J. R. Anderson and Schooler
(1991) in their discussion of the retrieval of
memory structures (see also J. R. Anderson,
1990; Schooler & Anderson, 1997). They ar-
gue that performance in memory retrieval
tasks can be understood by examining the
odds that a particular memory structure is re-
quired. The history of the memory structure
and context influence the retrieval of mem-
ory structures. This history factor has two as-
pects. One aspect is the frequency with which
a memory structure has been encountered.
The second aspect is recency. When compar-
ing these ideas to those outlined in the CAR-
IN theory, it is important to note that novel
combinations do not yet have stored memory
structures. Instead, they must be created

based on information about the individual
components. Nonetheless, it is possible that
some memory structures consist of the mod-
ifier concept along with particular relations
and that these structures are involved in con-
ceptual combination. For example, interpret-
ing the combination snowball might create a
memory structure that connects the modifier
snow with the relation used to interpret this
particular phrase (e.g., MADE OF). If so,
then this structure might be involved in the
interpretation of other combinations using
the modifier snow. Put in this framework,
modifier relation frequency is equivalent to
the frequency factor described in Anderson
and Schooler’s theory, because high relation
frequency implies that many of the memory
structures containing the modifier contain a
particular relation and low relation frequency
indicates that few of the memory structures
containing the modifier contain the relation.
Although early work on the CARIN theory
has concerned the role of the modifier’s re-
lational history (Gagné & Shoben, 1997),
more recent evidence has suggested that the
recency of a relation also plays a role (Gagné,
2001, 2002).

The CARIN theory also shares common as-
sumptions with models of choice (e.g., Davi-
son & Nevin, 1999) because one way to view
conceptual combination is as a situation in
which a person must choose a single relation
from a larger set of relations. During concep-
tual combination, a particular modifier is not
always used with a single relation. Instead,
there is variability in terms of which relation
is most appropriate. For example, the con-
cept chocolate can be used to indicate the sub-
stance of another concept as in chocolate bun-
ny, but it can also be used to denote a
product as in chocolate factory. Thus, concep-
tual combination is not a straightforward pro-
cess in which a modifier is ‘‘matched’’ with a
single relation and then this relation is used
to link the modifier with the head noun. In-
stead, a relation must be selected from
among a set of alternatives. Put in this con-
text, the CARIN model is consistent with the
model proposed by Davison and Nevin. One
component of their model is based on an or-
ganism’s history of reinforcement for differ-
ent responses. Just as their model includes
terms that indicate ‘‘what response goes with
what stimulus’’ and ‘‘what reinforcer goes
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Table 1

Relational categories used to classify novel noun–noun
combinations.

Relation Example

Noun CAUSES modifier
Modifier CAUSES noun
Noun HAS modifier
Modifier HAS noun
Noun MADE OF modifier
Noun MAKES modifier
Noun FOR modifier
Modifier IS noun
Noun USES modifier
Noun LOCATED modifier
Modifier LOCATED noun
Noun ABOUT modifier
Noun DURING modifier
Noun USED BY modifier
Noun DERIVED FROM

modifier
Noun BY modifier

Flu virus
College headache
Picture book
Lemon peel
Chocolate bird
Milk cow
Cooking toy
Dessert food
Gas antiques
Mountain cloud
Murder town
Mountain magazine
Winter cloud
Servant language

Oil money
Student story

with what response,’’ the CARIN model in-
cludes a term that indicates the frequency
with which a relation has been used with a
particular modifier.

EMPIRICAL FINDINGS AND
THEIR IMPLICATIONS FOR

THE CARIN THEORY

The most direct support for the CARIN
theory is reported in Gagné and Shoben
(1997). Recall that the CARIN theory claims
that experience within a verbal community
generates a relational distribution for each
modifier. Although we did not have access to
the exact nature of each subject’s learning
history, we could estimate it by constructing
a corpus of combined concepts. Prior to con-
ducting the experiments, we created a list of
novel noun–noun combinations by crossing
91 modifiers with 91 head nouns. Next, we
examined each pairing and determined
whether it had a sensible literal interpreta-
tion. For example, mountain bird, plastic crisis,
and chocolate bee are all interpretable. Howev-
er, water album, nose breeze, olive language, and
smoke alcohol are examples of items that do
not have a sensible literal interpretation. Of
the original set of modifier–noun pairings,
3,239 pairs had a sensible literal interpreta-
tion and became part of our corpus. Next, we
classified each of the interpretable items ac-
cording to the relation required to link the
constituent concepts (see Table 1 for a list of
relations). These categories were based on
Levi’s (1978) relational categories. For ex-
ample, plastic bee was classified as noun MADE
OF modifier because it can be interpreted as
‘‘a bee that is made of plastic.’’ This corpus
was intended to reflect the prevalence of var-
ious modifier–relation pairings and head
noun–relation pairings and was used to ap-
proximate the subjects’ learning history with
modifier–noun phrases.

Finally, Gagné and Shoben (1997) calculat-
ed the frequency with which various modifi-
ers and head nouns are used with each of
these relations by counting the number of
times that a particular modifier–relation pair-
ing was used and the number of times that a
particular head noun–relation pairing was
used. For example, the modifier plastic ap-
peared in 38 combinations in the corpus. Of
these, 28 used the noun MADE OF modifier

relation, 7 used the noun ABOUT modifier
relation, 2 used the noun DERIVED FROM
modifier relation, and 1 used the modifier
CAUSES noun relation. After calculating this
information for each modifier and head
noun in the corpus, we categorized each re-
lation as high or low frequency for each mod-
ifier and head noun. To do this, we selected
the most frequent relation for a particular
word. If that relation was used with 60% or
more of the combinations for that word, then
the relation was the sole high-frequency re-
lation for that word. If not, we selected the
next highest frequency relation until the
combined frequency for all selected relations
accounted for 60% of the combinations using
a particular word. All other relations were
considered low-frequency relations. For ex-
ample, the modifier juvenile was used in 49
combinations. The most frequently used re-
lation for this modifier (noun FOR modifier)
was used in 34% of the combinations. There-
fore, we also selected the next most frequent
relation for juvenile (noun HAS modifier).
Together, these relations accounted for 61%
of all combinations using juvenile, and, there-
fore, these relations were deemed high-fre-
quency relations for the purpose of our ex-
periments.

Once the high- and low-frequency relations
had been determined for each modifier and
each head noun, we selected combinations to
fit one of three experimental conditions. The



560 CHRISTINA L. GAGNÉ

HH condition contained combinations for
which the relation was highly frequent for
both the modifier and head noun. For ex-
ample, mountain bird can be interpreted using
the relation noun LOCATED modifier, and
this relation is highly frequent for both moun-
tain and bird. The HL condition contained
combinations for which the required relation
was highly frequent for the modifier but not
for the head noun. The LH condition con-
tained combinations for which the relation
was highly frequent for the head noun but
not for the modifier.

These conditions were used in two experi-
ments (reported as Experiments 1 and 3 in
Gagné & Shoben, 1997). The procedure for
both experiments was identical. Different
items were used in the two experiments, how-
ever, so that we could demonstrate that the
findings in Experiment 1 generalize to a new
set of items. In both experiments, partici-
pants viewed the combinations one at a time
on a computer screen and indicated whether
they had a sensible interpretation. A set of
nonsense fillers (e.g., plastic rain, lawnmower
lace, and scarf soda) was included in the stim-
ulus set. The participants pressed a key la-
beled ‘‘yes’’ to indicate that the item has a
sensible interpretation and a key labeled
‘‘no’’ to indicate that the item did not have
a sensible interpretation. The computer re-
corded the time between the onset of the
stimulus and the key press. This response
time was the primary dependent variable. Re-
sponse time is the dominant dependent var-
iable in the area of conceptual combination
because it provides information about the
ease with which two concepts can be com-
bined. Short response times indicate that the
concepts are readily combined. Long re-
sponse times indicate that the concepts are
difficult to combine. An alternative to mea-
suring response time is to have the subject
produce interpretations for each combina-
tion and then analyze the types of responses
that are created (as in Wisniewski & Love,
1998). A problem with this offline measure,
however, is that it provides information only
about what the participants think the noun–
noun phrase means and does not provide any
information about the ease of creating the
novel combination (see Gagné, 2000, for fur-
ther discussion of the differences between on-
line and offline measures). The CARIN the-

ory’s predictions concern the ease of
comprehension and, thus, a response-time
measure is the most appropriate.

As predicted by the CARIN theory, respons-
es to the HH and HL combinations were fast-
er than responses to the LH combinations,
indicating that it was easier to determine the
appropriate relation when it was highly fre-
quent for the modifier than when it was not
frequent. The difference between the HH
and HL conditions was not significantly dif-
ferent, indicating that the frequency of the
relation for the head noun constituent did
not strongly affect response time.

Recall that all of the experimental items
were intended to be interpretable and, there-
fore, the correct response for these items was
‘‘sense.’’ Thus, an accuracy measure could be
computed for each item by tallying up the
number of correct responses to the experi-
mental items. The more difficult it is to select
the required relation, the more likely it is that
people will make a mistake (in this speeded
online task) by indicating the item does not
have a sensible interpretation. The accuracy
data were consistent with the response-time
data; accuracy was higher for the HH and HL
combinations than for the LH combinations.
Taken together, the response-time and accu-
racy data from these experiments indicate
that relational information is used during
conceptual combination. More specifically,
the data demonstrate that the modifier’s past
usage with the required relation affects the
ease of interpreting a novel combination.

To further test the CARIN theory, the re-
sponse times for the items that were judged
to have a sensible interpretation were fitted
using the strength index described previously.
If the assumptions of the CARIN theory are
valid, then the strength index should be a
good predictor of the ease with which a com-
bined concept can be interpreted. To illus-
trate how a strength index was computed for
each combination, consider the combina-
tions mountain bird and mountain magazine.
For mountain, the locative interpretation was
used for 82% of all combinations using moun-
tain as the modifier. The next most frequently
used relations for this modifier were ABOUT,
USES, and MADE OF, which, in order, were
used for 10%, 2%, and 1% of the combina-
tions using mountain as the modifier. The
combination mountain bird requires the loca-
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tive relation and, therefore, the strength in-
dex would be based on the proportion .82/
(.82 1 .10 1 .02 1 .01). The exponential
decay function described previously would be
applied to each of these proportions (i.e., the
actual value for the numerator in this exam-
ple would be .82 multiplied by 236 with an
exponential function applied). For ease of ex-
planation, however, I focus only on the pro-
portions in this example. The strength index
for mountain bird would be high. In contrast,
the strength index for mountain magazine
would be lower: .10/(.10 1 .82 1 .02 1 .01).
Notice that in this example, the modifier has
a highly dominant relation and that this dom-
inance is reflected in the strength index. For
modifiers that do not have a highly dominant
relation, the difference between the strength
indexes for the most and second most fre-
quent relations is not as dramatic. For ex-
ample, the proportion of the four most fre-
quent relations for juvenile are .34, .20, .15,
and .10. Thus, the strength index for a com-
bination using the most frequent relation is
.34/(.34 1 .20 1 .15 1 .10), whereas the
strength index for the combination using the
second most frequent relation is .20/(.20 1
.34 1 .15 1 .10).

Recall that the CARIN theory predicts that
the strength index should be a good predic-
tor of the ease with which a combined con-
cept can be interpreted. Indeed, we found
that response time was highly correlated with
this variable. The Pearson correlation was .44
in Experiment 1 and .35 in Experiment 2.

In addition to examining the correlation
between response time and the strength in-
dex, we performed a stepwise regression us-
ing the strength index along with word fre-
quency and word length for both the
modifier and head noun. These additional
variables were included because the stimuli
differed in terms of word length and word
frequency (how often a word appears in large
text corpora such as the Brown corpus).
Word frequency and word length are known
to influence the time required to identify a
word and, therefore, might be a source of var-
iation in the response-time measure.

In forward stepwise regression, the best
predictor is entered into the analysis first and
additional predictors are entered only if they
improve the regression model’s ability to pre-
dict response time. In our analysis, the

strength index variable accounted for the
most variance relative to the other predictor
variables in Experiment 1 and was second
only to modifier word frequency in Experi-
ment 2. The multiple R for the final regres-
sion model was .54 and .64 for Experiment 1
and Experiment 2, respectively. We were un-
able to directly compare the fits of this model
to other models of conceptual combination
because the CARIN model was the first model
(to our knowledge) that predicts response
times to novel combinations. However, the
fits are similar to models in similar areas
(Chumbley, 1986; Holyoak, 1978; Shoben,
Cech, & Schwanenflugel, 1983).

The goal of more recent research has been
to determine whether relational availability is
affected by recent exposure to combinations
with similar modifiers and head nouns. Recall
that the CARIN theory assumes that the re-
lational distribution used to compute the
strength index is based on the modifier’s his-
tory with various thematic relations. The
question arises as to whether all previously
encountered examples contribute equally or
whether recent examples exert a stronger in-
fluence on conceptual combination.

To examine the influence of recently en-
countered combinations on conceptual com-
bination, the experiments reported in Gagné
(2001) used a priming procedure. This proce-
dure involves examining the influence of a
prime stimulus on responses to a target com-
bination. In these experiments, novel modifi-
er–noun combinations (e.g., student vote) were
preceded by one of five prime combinations.
The primes were manipulated such that the
prime shared either the same modifier or head
noun. In addition, the primes used either the
same relation as the target combination (e.g.,
student accusation and employee vote) or a differ-
ent relation (e.g., student car and reform vote). A
neutral prime that used a different head noun
and modifier as the target, but used the same
relation, was included. Thus, the prime types
were (a) same modifier/same relation, (b)
same modifier/different relation, (c) same
head noun/same relation, (d) same head
noun/different relation, and (e) no shared
constituent/same relation.

During the experiment, the trial using the
target combination (e.g., student vote) was im-
mediately preceded by a trial using one of the
prime combinations. The conditions were
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counterbalanced so that each participant saw
each target combination only once during
the experiment, but across all participants
each target combination was seen an equal
number of times with each prime combina-
tion. Participants responded to both the
prime and target combinations, and there
was nothing in the procedure to differentiate
prime and target trials. As in previous exper-
iments (e.g., Gagné & Shoben, 1997) the task
was to indicate whether the combination had
a sensible interpretation. A set of nonsense
filler items were included so that the partici-
pants could not determine prior to presen-
tation of the stimulus whether the correct re-
sponse was sense or nonsense.

The influence of the prime combination
on relation availability was determined by
comparing same-relation primes to different-
relation primes. The CARIN theory predicts
that the ease of combining two concepts is
heavily influenced by the recent frequency
with which the modifier and required rela-
tion have been paired. If a person has just
used a particular relation in the context of a
modifier (e.g., if the noun BY modifier has
been used to link student and accusation), then
this recent association between the relation
and the modifier should strengthen the link
between the relation and the modifier. Con-
sequently, it should be easier to employ that
relation during the interpretation of a sub-
sequent combination (e.g., student vote) with
the same modifier as the prime combination.
In other words, if recent exposure to a com-
bination using the same modifier as the tar-
get combination increases the ease of using a
particular relation, then responding ‘‘sense’’
to the target student vote (a vote BY a student)
should be faster when preceded by the prime
student accusation (an accusation BY a stu-
dent) than when preceded by the prime stu-
dent car (a car FOR a student).

Primes containing the same head noun as
the target were used to further test the CAR-
IN theory’s prediction that relational infor-
mation is not associated with the head noun.
That is, pairing a relation with a head noun
should not affect the ease of selecting that
relation for a subsequent presentation of a
combination containing that head noun. If
so, then responses to the target combination
should be unaffected by whether the prime
combination used the same relation (e.g., em-

ployee vote) or a different relation (e.g., reform
vote). The data were consistent with these pre-
dictions. Relation priming was obtained only
when the modifier constituent was in com-
mon. More recent evidence indicates that the
modifier need not be identical for relation
priming to occur; the same pattern of results
is obtained when the modifier constituent of
the prime combination is semantically similar
to the target combination’s modifier (Gagné,
2002).

To summarize, four main findings have
emerged, and all are consistent with the basic
assumptions of the CARIN theory. First, re-
lational information is used during the inter-
pretation of novel modifier–noun combina-
tions. Second, the frequency with which a
relation has been used with a particular mod-
ifier influences the ease of interpreting a nov-
el combination using that modifier. Third,
the frequency with which a relation has been
used with a particular head noun does not
influence the ease of interpreting a combi-
nation. Fourth, recency of a modifier–rela-
tion pairing also plays a role. The availability
of a relation is affected by recent exposure to
combinations with identical or semantically
similar modifiers. These findings suggest that
information about relational history is asso-
ciated with the modifier rather than with the
head noun.

IMPLICATIONS OF THE
RELATION-BASED APPROACH

I have proposed that the CARIN theory is a
more feasible theory of conceptual combina-
tion than are compositional and schema-based
theories. The empirical data demonstrate that
a modifier’s relation history and recency of a
relation are two factors that strongly affect the
ease with which concepts can be combined,
and these factors cannot be readily accounted
for by competing theories. Thus, based on ex-
isting data, the relation-based approach ap-
pears to be a viable solution to the problem
of how existing concepts can be used to gen-
erate new concepts.

Does this research have implications for re-
search in areas other than conceptual com-
bination? There are at least five ways in which
this research can contribute to work in other
domains. First, this work demonstrates that
an experience-based approach is more likely
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to be fruitful than is an approach that relies
solely on knowledge structures. Indeed, it is
important to understand the nature of the
stimuli and the frequency with which a per-
son has been exposed to various items. In
terms of conceptual combination, the fre-
quency of specific modifier–relation pairings
appears to be the most relevant aspect of past
experience. A related point is that thematic
relational information is a key contextual var-
iable in the formation of novel combinations.
Consequently, this work expands the type of
absolute and relative frequency information
that might affect stimulus processing in con-
cept formation.

Second, this work demonstrates that it is
possible to use natural stimuli and yet still ex-
amine the role of learning history. Gagné and
Shoben (1997) approximated preexperimen-
tal learning history by constructing a corpus
of modifier–noun combinations. The
strength index, which was calculated based
on information contained in this corpus, was
highly correlated with the performance mea-
sure (response time). Thus, although many
useful things about stimulus class formation
in humans have been learned by using arti-
ficial stimuli, the research presented in this
paper illustrates how one can use natural ver-
bal stimuli and make use of the subject’s pre-
existing abilities. The key is to determine
which aspects of a subject’s learning history
are most likely to influence performance on
a given task. This approach is especially use-
ful when studying human subjects, because
their long-term learning histories cannot be
as easily controlled and manipulated as that
of other organisms. Skinner (1977) and,
more recently, Wixted and Gaitan (in press)
have suggested that cognitive theories, and
the mental processes they propose, serve im-
plicitly as surrogates for a study of learning
histories. In the CARIN model, attention to
learning history is explicit, and the Gagné
and Shoben (1997) research illustrates an at-
tempt to reconstruct key aspects of such a his-
tory.

Third, this work on conceptual combina-
tion may inform work on contextual control
of emergent stimulus classes. For example, in
some contexts, a stimulus might be part of a
class involving Stimuli B and C, but in other
contexts the same stimulus might be in a dif-
ferent class (Steele & Hayes, 1991). Notice

that in the case of conceptual combination,
the modifier alters the context in which the
head noun is interpreted and, thereby,
changes the class to which the head noun be-
longs (and possibly not vice versa). To illus-
trate, in the context of the modifier mountain,
the head noun bird is part of the class of
‘‘things that are located in the mountains.’’
However, in the context of the modifier plas-
tic, the noun bird is part of the class of ‘‘things
that are made of plastic.’’ By considering the
role of the modifier (as in the studies pre-
sented in this paper), useful information can
be gained about contextual control in cases
in which there is competition among multi-
ple contextual stimuli.

Fourth, this work can inform research on
the transfer of function in stimulus class for-
mation. Most research on this topic has a sin-
gle function per class (e.g., Dougher & Mark-
ham, 1996). In contrast, in the case of
conceptual combination there appears to be
a merger of two functions, because both the
modifier and head noun concepts contribute
to the construction of a new concept and the
modifier concept appears to govern which of
several mutually exclusive functions is im-
parted. The functions are mutually exclusive
because the head noun cannot participate si-
multaneously in more than one relation. For
example, the concept bird cannot simulta-
neously be involved with the relations noun
MADE OF modifier and noun LOCATED
modifier. The research that I have conducted
thus far indicates that the modifier’s history
with various relations heavily influences
which of these relations will apply. This is a
situation in which there is competition
among multiple contexts (note that in the
case of conceptual combination, the modifier
forms the context for the head noun). In
terms of more traditional stimulus class stud-
ies, it remains to be seen whether a similar
finding will occur. It would be useful to know
the extent to which function transfer is pre-
dicted by relation frequency in stimulus class
formation studies in which more than one
function per class is transferred.

Finally, the approach that I have described
is intended to predict performance averaged
over groups of research participants because,
traditionally, this has been the goal of re-
searchers who study conceptual combination
in humans (Murphy, 1988, 1990; E. E. Smith
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& Osherson, 1984; E. E. Smith, Osherson,
Rips, & Keane, 1988; Wisniewski, 1997). This
approach, however, presumably can be trans-
lated to situations in which the goal is to pre-
dict an individual’s performance. To do so, it
is necessary to establish the kinds of combi-
nations to which the individual has been ex-
posed. This might be done, for example, by
having a subject generate lists of combinations
in response to various modifier concepts (e.g.,
list all the combinations that start with moun-
tain) or indicate which combinations on a list
he or she has encountered. Such procedures
would allow the modifier relational distribu-
tion to be calculated, at which point the in-
vestigation could proceed just as in the study
of groups of participants. The only difference
is that, for examining behavior at the level of
individuals, the corpus is specifically tailored
for the individual under investigation and is
meant to reflect the specific learning history
of that individual. In the case of studying av-
erage behavior over a group of subjects, the
corpus is based on a set of items that most (if
not all) people will have experienced and re-
flects the learning history of the typical partic-
ipant. Although these approaches differ in
their goals, research directed at studying the
‘‘average’’ participant can identify variables
that are important to include in studies that
examine behavior at an individual-subject lev-
el. Conversely, it will be interesting to see
whether investigators who are accustomed to
focusing on individual behavior in the context
of artificial stimulus classes can develop exper-
imental models that advance the understand-
ing of conceptual combination.

To conclude, there are several commonal-
ities between the CARIN theory and models
of associative learning and memory. Due to
this compatibility, it seems likely that, by eval-
uating and integrating principles inherent to
both approaches in theories of conceptual
combination and stimulus class formation, re-
searchers can gain a better understanding of
the variables that control performance in
their respective areas of research. In particu-
lar, the approach outlined in this paper is
best suited for understanding experience-
based classes of relations and their effect on
the formation of novel combinations. This
work can be joined with existing research on
stimulus class formation to study simulta-

neously the complexities of stimulus class for-
mation and class expansion.
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